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Appendix 1. Computing Adjustment to Intraclass Correlation in Analytic
Methods Specific to Randomized Cluster Trials

Suppose there are m;, i = 1, 2, clusters randomized to either treatment or control group. Let x;; denote the number of
successes among the ny; observations in the jth cluster (j = 1, 2) with p’;= x/n;; the cluster-specific success rate. We let p’;
= xi/n;, where x; = Z; x; and n; = Z; njjand p’ = X x; / % ni. Then an ANOVA estimator of the intracluster correlation
coefficient (ICC) p’(5-6) is: p’ = (MSC - MSE)/(MSC + (n, - 1)MSE). where: MSC = Z; Z; nj; (p'sj - P'i Y2/ (m - 2), MSE =
Zi Zj Njj p,ij (1 - p’ij)zl(n —m), Ny = (n -2 Ny ) / (m -2), Ny = anij/ni, m =2 m;, andn = Zi ;.

Brier’s statistic (x°,). This adjustment is based on the clustering effect within the treatment (C,) and control (C,)
groups.* An underlying assumption is that C; and C, are homogeneous across treatment groups. 2, = x%/C, where C’ = %;
(NiC)/N and C; = 1 + (n - 1) p’. %2 is the usual Pearson chi-square.

Rosner and Milton’s chi-square (xm). This statistic estimates the presence of dependency both between and within
the comparison groups.” y%m = %2 /(Zi ni (1 + (N4 - 1) p’ p's/n. %% is Pearson’s chi-square, and p’, is the estimated ICC for
treatment status. Rosner and Milton, p’ = [Pr (++) - Pr(+)]/[Pr(+)Pr(-)]. When the competitive treatments are
independent, p’s = 1.

Donner and Donald’s chi-square (x%q). %% is dependent on clustering “correction” factors estimated separately in
each of the treatment groups.® ¥’ = =i ((Xi - nip’)2/ (0 Cip’(L - p)) , with Ci= 1 + (ny - 1) p’. %% assumes that C, and C,
are homogeneous.

Rao and Scott’s chi-square (x%). %%s = =i (X - 0 )N’ p'(1 - p')] with p’ = £ X'i/ = n’;. Where, pj is the overall
sample proportion (p’; = xi/n;, X; = % X, and n; = ; ny;) and the variance of p’; for large myj is: v; = mi(mi-l)'1 n? % rijz,
where r;j = x;-njj p’. The variance inflation due to clustering d; is the ratio of v; to the estimated binomial p’; (1 - p’i)/n;.
This inflation factor is called the design effect and n’; = ni/d; is termed the effective sample size. The data (x;, n;) is
transformed to (X, n%), 1 =1, 2, . . ., k, where x’; = xi/d;. y2 statistic makes no assumption regarding the nature of the
clustering or homogeneity of design effects.*

Rao and Scott’s chi-square (¥ prs)- * prs = 7/ d, where d = =; [(1 - ni/n) p’; (1 - p)dil/[p’(1 - p)]. %° prs @SSUMES @
pooled estimate of a common design effect.*
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